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Abstract

Text Mining is one of the fields of research that has been growing along with the more important terms, reduction of the dimensionality of text terms and sim-
use of machine learning techniques. The work was to develop a framework for ilarity modeling. In this work, the recommendation system was implemented
the creation of a recommendation system using the measure of similarity and for a real base, which presented 288 scientific papers over the five days and that
the distance between the documents of a congress in mathematics and statis- presented the best results for the indication of a more interesting work for each
tics. The work can be divided into stages of preprocessing, the weighting of participant.

Introduction and Metodology Results

1 Introduction 2.1 Similarity

In the Text Mining area there a lot of metrics to measure the similarity doc-
uments vectors.The standard comparison metric is cosine similarity, which is
equivalent to dot product if the vectors are normalized (Huang, 2008). The
similarity ranking was calculated by the equation below where the d,, corre-
sponds to the document vector of the user, and B is the bag of words.

In the area of Text Mining the recommendation system has been one of
the main products produced over the last few years in order to be able
to automatically identify a user’s preferences from their data (Pazzani and
Billsus, 2007). Large academic conferences have a wide variety of works that
occur simultaneously, thus, the automatic and personalized recommendation
of the programming for a user, from the analysis of their submitted works
can provide a better experience to the person. To build the recommendation
system, each activity of congress was considered as an observation, and the
title + keywords + abstract was merged as corpus. Also, each participant that 3 Results
submitted a work had it a corpus composed by title + keywords + abstract too.

Similarity(u) = d, ' B

The final product it’s the rank list of posters (Figure 2) that would be more
interesting to the participant each day. Also a custom schedule of oral presen-
tations (Figure 3) by day it’s created, where the greener color represents the
presentations that could be more similar to user.

2 Methodology e iy
K-MEANS E KERNEL K-MEANS: ALGORITMOS PARA CLUSTERIZACAO 1

AGRUPAMENTO HARD BASEADO EM KERNEL COM PONDERACACQ AUTOMATICA DAS VARIAVEIS VIA DISTANCIAS ADAPTATIVAS PARA DADOS SIMBOLICOS DO TIPO INTERVALO | 0.355485

CLUSTERIZACAO APLICADA A SEGMENTACAO EM MERCADOS DE PROPAGANDA 0.098408

1AL : 1 SUPPORT VECTOR MACHINE APLICADO NO ESTUDO DE SERIES TEMPORAIS FINANCEIRAS 0.080409

In teXt mlnlng; eve ry CO rpus ObJECt needs to go th rOUgh a pre_prOCESSSIng be_ MODELQOS ESPACIAIS PARA OCORRENCIA DE DENGUE, ABORDAGEM CLASSICA VS BAYESIANA 0.078845
. . . OTIMIZACAO DE DELINEAMENTOS EM BLOCOS 0.065613

fo re Sta rtS t h e a n a |yS | S Ea C h O bJ e Ct h a S a S p e C |ﬁ C t re a t m e nt b u t a ge n e ra I AMALISE ESTATISTICA MULTIVARIADA DA PRECIPITACAO DOS MUNICIPIOS DO ESTADO DE SERGIPE ATRAVES DOS FATORES E AGRUPAMENTOS 0.060646
* AMALISE DE DADOS LONGITUDINAIS UTILIZANDO A BIBLIOTECA LME4 DO SOFTWARE R 0.055156

LEILAO DO MENOR LANCE: ENSINC DE ESTATISTICA POR MEIO DE JOGOS 0.049839

workframe can be summarized

Figure 2: Example for rank posters personalized.
B Stemming: The reduction of the words to their root form. This can avoid

plurals or verbs conjugations be considered as different expressions. Aniitealro Saléo Colonia Auditsrio Central A

08HOO Minicurso 1 Minicurso 2
Binary Regression Models Modelos em Regressao Quantilica

m Stop Words: Stop Words can be considered as the most commons
words in a language, which means, that they add no value to context.

Intervalo

B Formatting text: this is general, and involves removing humbers and
punctuation, or lowercase all words.

Intervalo

Other important step it’s the weighting each term from the corpus. The main

STIRLING'S FORMULA,

15H50 FUNCTIONAL DATA CLUSTERING ANALISE DA OCORRENCIA DE DESASTRES IMPORTANCLA DE QUESTOES

reason iS to give more impo rta nce to te rms that are SpeCiﬁCS Or Ce ntral to 18H10 KERMEL K-MEANS CLUSTERING WMODELO LEE-CARTER BAYESIAND BINGO EADIS-TRIEUIQELD HIPERGEOMETRICA.

. o o o o o 18H30 IMPACT OF MONETARY POLICY AVALLA;ED DE ENSIMNO-APRENDIZAGEM
each document. The parameter for weighting is given by the tf.idf, which the g o v i e oo srarsearesaus
multiplication of the Term Frequency by the Inverse Document Frequency, that mervao
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last is given by the equation:

# ( do Cumen tS) POUCO RECOMENDADO MUITO RECOMENDADC

#documentscontaingtheword (W) Figure 3: Example of personalized schedule for a user in Monday.

After that, the main object to input the modelling it's the matrix called Bag

of Words. The representation it’s given by Figure 1, where it’s easy to see .
that the rows represents the documents , the columns the words, and each 4 Conclusion
element is the tf.id value.

idf (W) = log

The recommendation system showed as useful to improve the participant’s
experience. The Corpus document could be improved by using the complete

> words_drmmatrix{l:3,1:5] article and not just the abstract and title. Embedding strategies could be useful
DoCs consumpt variabilities witamin intraperson individu accommod for more complexes analysis in order to Improve the method’s daCcuracy.
1001. txt 0.5868214 0.3420488 0.2420488 0.2280325 0.214588 0.1978479
1003. txt 0.0000000 0.0000000 0.0000000  O.0000000 0O.000000 O.0000000
1005. txt 0.0000000 0.0000000 0.0000000  O.0000000 0.000000 O.0000000
Figure 1: Representation of the matrix Bag of Words References
Next, the personal recommendation is built by computing the similarity be- Huang, A. (2008). Similarity measures for text document clustering. In Pro-
tween the document vector and the bag of words matrix. ceedings of the sixth new zealand computer science research student con-

ference (NZCSRSC2008), Christchurch, New Zealand, pages 49-56.
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