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Abstract

Text Mining is one of the fields of research that has been growing along with the

use of machine learning techniques. The work was to develop a framework for

the creaƟon of a recommendaƟon system using the measure of similarity and

the distance between the documents of a congress in mathemaƟcs and staƟs-

Ɵcs. The work can be divided into stages of preprocessing, the weighƟng of

more important terms, reducƟon of the dimensionality of text terms and sim-

ilarity modeling. In this work, the recommendaƟon system was implemented

for a real base, which presented 288 scienƟfic papers over the five days and that

presented the best results for the indicaƟon of a more interesƟng work for each

parƟcipant.

Introduction and Metodology

1 IntroducƟon

In the area of Text Mining the recommendaƟon system has been one of

the main products produced over the last few years in order to be able

to automaƟcally idenƟfy a user’s preferences from their data (Pazzani and

Billsus, 2007). Large academic conferences have a wide variety of works that

occur simultaneously, thus, the automaƟc and personalized recommendaƟon

of the programming for a user, from the analysis of their submiƩed works

can provide a beƩer experience to the person. To build the recommendaƟon

system, each acƟvity of congress was considered as an observaƟon, and the

Ɵtle + keywords + abstract was merged as corpus. Also, each parƟcipant that

submiƩed a work had it a corpus composed by Ɵtle + keywords + abstract too.

2 Methodology

In text mining, every Corpus object needs to go through a pre-processsing be-

fore starts the analysis. Each object has a specific treatment but a general

workframe can be summarized

� Stemming: The reducƟon of thewords to their root form. This can avoid

plurals or verbs conjugaƟons be considered as different expressions.

� Stop Words: Stop Words can be considered as the most commons

words in a language, which means, that they add no value to context.

� Formaƫng text: this is general, and involves removing numbers and

punctuaƟon, or lowercase all words.

Other important step it’s the weighƟng each term from the corpus. The main

reason is to give more importance to terms that are specifics or central to

each document. The parameter for weighƟng is given by the ƞ.idf, which the

mulƟplicaƟonof the TermFrequency by the InverseDocument Frequency, that

last is given by the equaƟon:

idf (W ) = log #(documents)
#documentscontaingtheword(W )

AŌer that, the main object to input the modelling it’s the matrix called Bag

of Words. The representaƟon it’s given by Figure 1, where it’s easy to see

that the rows represents the documents , the columns the words, and each

element is the ƞ.id value.

Figure 1: RepresentaƟon of the matrix Bag of Words

Next, the personal recommendaƟon is built by compuƟng the similarity be-

tween the document vector and the bag of words matrix.

Results
2.1 Similarity

In the Text Mining area there a lot of metrics to measure the similarity doc-

uments vectors.The standard comparison metric is cosine similarity, which is

equivalent to dot product if the vectors are normalized (Huang, 2008). The

similarity ranking was calculated by the equaƟon below where the du corre-

sponds to the document vector of the user, and B is the bag of words.

Similarity(u) = du
T B

3 Results

The final product it’s the rank list of posters (Figure 2) that would be more

interesƟng to the parƟcipant each day. Also a custom schedule of oral presen-

taƟons (Figure 3) by day it’s created, where the greener color represents the

presentaƟons that could be more similar to user.

Figure 2: Example for rank posters personalized.

Figure 3: Example of personalized schedule for a user in Monday.

4 Conclusion

The recommendaƟon system showed as useful to improve the parƟcipant’s

experience. The Corpus document could be improved by using the complete

arƟcle and not just the abstract andƟtle. Embedding strategies could be useful

for more complexes analysis in order to improve the method’s accuracy.
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