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1. Introdução

K Nearest Neighbor (KNN) is one of the simplest and most
general statistical learning techniques (Guo et al., 2003). It
is able to perform predictions of new configurations using a
k similarity criterion that includes those closest to the train-
ing model. In general, rank by considering the class that is
most in the k nearest neighbors. The most common sim-
ilarity criterion is Euclidean distance. Through the Kernel
Trick, developed by (Cortes and Vapnik, 1995), it is possi-
ble to execute a larger dimensional space without having
to explicitly, being possible explicitly from the internal prod-
uct. Thus, considering this internal product of higher di-
mensional space configurations as a measure of similarity,
or the Kernel weighted KNN, allows you to use this measure
as a weighting factor to try to improve as predictions.

2. K Nearest Neighbors

As stated earlier, KNN is a non-parametric statistical learn-
ing method whose decision rule is given by

g(x) = mode
i∈N

yi = argmax
c∈Y

∑
i∈N

δ(c = yi) (1)

where N is the set k observations closest to x, and δ(c = yi)
is the Dirac Delta function that assumes a when yi = c and
zero otherwise. There are several ways to define the ”prox-
imity” criterion between observations, with Euclidean dis-
tance being the most common in applying this method.

D(xi,xj) =
√

xi · xi − 2xi · xj + xj · xj (2)

Another widely used approach, capable of improving the
technique prediction, is the Weighted KNN, in which there
is a wi factor that gives more weight to the most similar ob-
servations. So the new decision rule is given by the equa-
tion

g(x) = argmax
c∈Y

∑
i∈N

wiδ(c = yi). (3)

Therefore, for the KNN Kernelized Weighted method, we
modify the method so that the wi factor considers the simi-
larity of observations in other dimensional spaces.

3. Kernel Trick

Defining φ : x→ φ(x), x ∈ X,φ ∈ F . The kerneltrick makes
it possible, through the internal product of observations in a
φ space, to implicitly perform nonlinear mapping to a large
space. This internal product is then represented by the ker-
nel functions K(xi, xj).

K(xi, xj) = 〈φ(xi), φ(xj)〉 (4)

There are several types of kernel functions, among them
the functions presented below, which are used in this work.

•Gaussian:
K(x, y) =

1√
2π
e
1
2−||x−y||

2

• Exponential:

K(x, y) =
1√
2π
e
1
2−||x−y||

• Epanechnikov:

K(x, y) =
3

4
(1− ||x− y||2)

• Tricubic:

K(x, y) =
70

81
(1− |||x− y|||3)3

• Logistic:

K(x, y) =
1

e||x−y|| + 2 + e||x−y||

4. Kernel Weighted KNN

The Kernelized Weighted K Nearest Neighbors method is
to use Equation 3, where the term similarity / weight (wi)
will now be given by the kernel function (Equation 4). Thus,
it is possible to assign a weight in the classification of ob-
servations using the other dimensional spaces. So the new
decision rule for this technique is

g(x) = argmax
c∈Y

∑
i∈N

K(x, xi)δ(c = yi) (5)

5. Results in Beachmark datasets

The KWKNN technique was used in three different
databases: Ionosphere, Seeds, Wine.

• Ionosphere: consists of 354 observations, with 34 pa-
rameters whose purpose is to classify binary.
• Seeds: The Seeds database refers to the database of

210 seeds collected, in which 7 parameters were reg-
istered and whose purpose is to classify three different
types of seeds.
•Wines: consists of 183 observations of different wines,

described through 13 parameters whose objective is also
to classify in three different types of wines.

For each database the classic KNN was applied, as well
as the Kernelized Weighted K Nearest Neighbors. For
KWKNN, all kernel functions presented here have been ap-
plied to compare the performance of each method through
accuracy. The configuration for validation was through a
Holdout repeated 80 times, with a split ratio of 80% - 20%
training and testing. The final result is shown in Figures 1,
2 and 3.

Figure 1: Comparison between methods through database
accuracy Ionosphere.

Figure 2: Comparison between methods through database
accuracy Seeds.

Figure 3: Comparison between methods through database
accuracy Wines.

It is easy to see that for all cases, Kernelized Weighted
KNN, with Epanechnikov and Tricubic kernel functions, had
better performance compared to the others.

6. Application in Text Mining

The area of text mining has been growing in recent
decades, and generally consists of meeting certain stan-
dards, or extracting information from large volumes of text
or documents. In this sense, the use of statistical machine
learning techniques can assist in the automatic identifica-
tion of certain classes or categories of thousands of doc-
uments. In this sense, traditional KNN has already been
used as a tool for this purpose (Bijalwan et al., 2014), and
therefore, proposing an adaptation to this method may bring
better results to what already exists in the literature.
In the context of Text Mining the main statistical modeling
object is the Bag of Words which is a matrix whose lines
represent each of the documents, and the columns repre-
sent each of the words, therefore, each element of this ma-
trix indicates the frequency of each of the terms in each of
the documents.
Due to the variety of texts to generate this matrix some
text preprocessing steps are required. These steps vary
for each occasion, but generally follow a framework with
the following steps: Stemming, Removal of StopWords,
e Formatação de. Texto
In addition to processing, frequency weighting was done
using tf idf which is the product term of the word frequency
and inverse frequency per document (Equation 6).

idf (W ) = log
#(documents)

#documents containing the word(W )
(6)

For the case in question, we used the database corre-
sponding to 400 BBC News news, whose 200 belonged
to the Sports category, while another 200 belonged to
the Business category. After the preprocessing and term
weighting steps, the data was divided in the proportion 80
% - 20 % in training and testing, respectively, and the vali-
dation was done through Holdout with 50 repetitions. The
value of the number of neighbors was chosen using tuning,
where k = 3 is the optimal value. The result is represented
in Figure 4.
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Figure 4: Comparison between methods by database ac-
curacy BBC News.

7. Final Comments

It can be seen that, in general, the Kernelized Weighted K
Nearest Neighbors method showed a subtle improvement
in the classification of the proposed databases. However, it
is also necessary to analyze strategies to systematize the
choice of the best kernel functions as well as their respec-
tive hyperparameters.
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